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Motivation

• State of the art AI, NLP AI models 
cannot cope with humor or other 
non-literal meaning in text 

• Impossible to learn from text usage 
alone! 

• Related to the surface structure of 
the utterance (orthography) and not 
the deeper semantics 

• Important for jokes, but also to 
understand cultural references, or 
detect harassment and bullying

Is this a joke?



What Happens When Searching, Classifying and Translating Humor?

• Experiments Humor-Aware Information Retrieval and Humor-Aware Machine Translation
Table 1
CLEF 2024 Joker Track Submissions

Task Run Description
1 UAms_Task1_Anserini_bm25 BM25 baseline (Anserini, stemming)
1 UAms_Task1_Anserini_rm3 RM3 baseline (Anserini, stemming)
1 UAms_Task1_bm25_CE100 BM25 + Crossencoder top 100
1 UAms_Task1_rm3_CE100 BM25/RM3 + Crossencoder top 100

1 UAms_Task1_bm25_BERT_Filter BM25 + Filter on BERT WordPlay classifier (keeps 76%)
1 UAms_Task1_rm3_BERT_Filter BM25/RM3 + Filter on BERT WordPlay classifier (keeps 46%)
1 UAms_Task1_rm3_T5_Filter1 BM25/RM3 + Filter on WordPlay classifier (keeps 53%)
1 UAms_Task1_rm3_T5_Filter2 BM25/RM3 + Filter on WordPlay classifier (keeps 43%)

2 UAms_Task2_BERT_� BERT classifier (fine-tuned)

3 UAms_Task3_Marian_� Marian Finetuned
3 UAms_Task3_T5-base_� T5-base Finetuned

analysis of pun detection and topical relevance versus humor-aware IR for each task. We end in Section 5
by discussing our results and outlining the lessons learned.

2. Experimental Setup

In this section, we will detail our approach for the three CLEF 2024 Joker track tasks, as well as for the
CLEF 2023 Joker track pun localization task.

For details of the exact task setup and results we refer the reader to the detailed overview of the track
in [1] and [5]. The basic ingredients of the track are:

Corpus For Task 1, there is a large corpus of 61,268 documents (usually a single sentence each) for the
retrieval task.

Train Data For Task 1, there are 12 train queries with relevance judgments (between 5 and 452
judgments per query, and between 4 and 281 relevant per query).

For Task 2, there are 1,742 sentences in the training set all labeled as either ’SC’, ’EX’, ’WS’, ’SD’,
’AID’, ’IR’, or ’WT’. These labels represent the type of humor that the sentence contains.

For Task 3, there are 1,405 English wordplays, with a total of 5,838 professional human French
translations.

Test Data For Task 1, there are 57 test queries. These include the train queries, so there are a total of
45 unseen queries on which the test evaluation is based. For these unseen queries there is a total
of 1,168 relevant documents, or an average of 26 per query.

For Task 2, there are 6,642 unlabeled sentences that contain one of the earlier described types of
humor. In the �nal test evaluation set, there are 722 sentences with one of the labels on humor
genre and technique.

For Task 3, there are 4,501 English wordplays. In the �nal test evaluation set there are 376 source
sentences, and 834 human reference translations into French by professional translators.

We created runs for all the three tasks of the 2024 track and the localization task of the 2023 track,
which we will discuss in order.

2.1. Task 1: Humor-aware Information Retrieval

This task asks to retrieve short humorous texts for a query. We submitted eight runs in total, shown in
Table 1.



Finding 
Humor?

#1 Topically relevant versus humorous text



Evaluate on Humor (top) or Relevant (bottom)

• Neural rankers work on topical relevance, but fail dramatically on humor

Table 9
Joker Task 1: Finding Puns (top) or topical relevance (bottom) on train data

Run MRR Precision NDCG Bpref MAP
5 10 20 5 10 20

UAms_Task1_Anserini_bm25 0.1906 0.1167 0.1583 0.1361 0.1008 0.1598 0.2272 0.2376 0.1582
UAms_Task1_bm25_CE50 0.1248 0.0833 0.0750 0.1028 0.0697 0.0683 0.1498 0.1155 0.0668
UAms_Task1_bm25_CE100 0.1233 0.0833 0.0750 0.0889 0.0685 0.0682 0.1300 0.0922 0.0702
UAms_Task1_bm25_CE1000 0.1039 0.0833 0.0750 0.0806 0.0660 0.0666 0.1188 0.0687 0.0898

UAms_Task1_Anserini_rm3 0.2407 0.1667 0.1750 0.1250 0.1506 0.1896 0.2339 0.2989 0.1725
UAms_Task1_rm3_CE50 0.1259 0.1000 0.0833 0.1056 0.0806 0.0754 0.1582 0.1233 0.0662
UAms_Task1_rm3_CE100 0.1231 0.0833 0.0917 0.1028 0.0685 0.0801 0.1422 0.0921 0.0712
UAms_Task1_rm3_CE1000 0.1038 0.0833 0.0667 0.0833 0.0660 0.0618 0.1238 0.0837 0.0957

UAms_Task1_Anserini_bm25 0.6597 0.5500 0.5333 0.5111 0.3182 0.3477 0.4125 0.6510 0.3503
UAms_Task1_bm25_CE50 0.8917 0.5833 0.5167 0.5056 0.3453 0.3267 0.3976 0.2897 0.1622
UAms_Task1_bm25_CE100 0.8056 0.5167 0.5000 0.4917 0.3048 0.3076 0.3757 0.3655 0.1959
UAms_Task1_bm25_CE1000 1.0000 0.5500 0.5083 0.5083 0.3435 0.3312 0.3935 0.6510 0.3639

UAms_Task1_Anserini_rm3 0.7282 0.5833 0.5250 0.4944 0.3686 0.3659 0.4105 0.6682 0.3528
UAms_Task1_rm3_CE50 0.8917 0.6000 0.5167 0.4861 0.3562 0.3312 0.3930 0.2847 0.1590
UAms_Task1_rm3_CE100 0.8056 0.5167 0.5167 0.5111 0.3048 0.3198 0.3907 0.3652 0.1972
UAms_Task1_rm3_CE1000 1.0000 0.5500 0.5000 0.5056 0.3435 0.3262 0.3951 0.6682 0.3682

Table 10
Evaluation of the CLEF 2023 Joker Pun Detection Task (French) on 10% hold-out (top) and train/test data (bottom)

Model n Accuracy Precision Recall F1 Score

Dummy-Model 399 0.49 0.47 0.52 0.50
DistilBERT-base 399 0.71 0.71 0.69 0.68
DistilBERT-FT1 399 0.72 0.71 0.69 0.70
DistilBERT-FT2 399 0.70 0.57 0.75 0.65

DistilBERT (FT1) train 3,999 0.9395 0.9475 0.9304 0.9389
DistilBERT (FT1) test 17,791 0.7518 0.7189 0.7009 0.7098

is relatively small with 12 queries, there is no clear pattern, and the main gain seems to be in early
precision. This analysis con�rms that zero-shot rerankers are e�ective in terms of topical relevance,
but that dedicated models for humor-aware IR are needed in order to e�ectively retrieve humorous text.
This also highlights the value of the pun detector based approach we proposed in this paper, and which
led to clear improvements of retrieval e�ectiveness for humor-aware IR.

4.4. Task 3: Multiple Translation Candidates

In this section, we will investigate the pun translation models of Section 3.3 in terms of their ability to
generate multiple candidate translation.

4.5. Filtering for Wordplay

In this section, we discuss further experiments based on 1) MarianMT to generate multiple, and di�erent,
candidate translations, 2) building an e�ective pun detector for French, and 3) using this wordplay
detection to retrieve the most likely pun translation.
We construct a pun detector for French, following the CLEF 2023 Joker Pun Detection Task [17]

discussed above in Section 4.1. We split the train data into 90% training and 10% hold-out test data.
Table 10 (top) shows the performance on the small hold out test set. First, as this is a single boolean



#1 Relevant + Humorous
Humor-aware IR is different from topical relevance



Detecting 
Humor?

#2 Can we detect humorous text?



CLEF 2023 Joker Task 1: Pun Detection Revisited 

• General approach to the Joker Track: 

• What if we can detect humorous text? 

• If successful, we can create:  

• Humor-aware Information Retrieval by filtering results of standard IR model 

• Humor-aware Machine Translation by selecting from candidate translations 

• Problem: Pun Detection proved very hard  

• Best 2023 system F1 of 53.61% — on a binary classification problem!



CLEF 2023 Joker Task 1: Pun Detection (English)

• Pun detection is hard but “works”: 

• F1 of 80% on hold out/unseen data 

• Requiring safeguards against overfitting! 

• Best performing 2023 model F1 of 0.5361 for English  

• Majority class prediction F1 of 50% (test) and 58% (train).

Table 7
Evaluation of the CLEF 2023 Joker Pun Detection Task (English)

Model F1 Score Precision Recall Accuracy

BERT 0.70 – – 0.72
SimpleT5_V1 0.80 0.72 0.90 0.76
SimpleT5_V2 0.80 0.74 0.87 0.77

4. Analysis

In this section, we will present further analysis, including a direct evaluation of the used humor classi�er
for pun detection.

4.1. CLEF Joker 2023 Task 1: Pun Detection Revisited

We revisit the CLEF 2023 Joker Track, and in particular the Task 1 on pun detection[17]. As detailed
above, our overall approach to the Joker Track tasks is based on exploiting a pun detector to select
wordplay among candidate results. For example, in the humor retrieval setting, this would allow us to
avoid topically relevant non-humorous content. Similarly, in the translation setting, this would allow
us to select one of the possible translation candidates preserving the wordplay. In this section, we will
evaluate the quality of the pun detector directly, rather than in an end to end evaluation of the other
Joker tasks.

4.1.1. Approach

This is essentially a classi�cation task, with a large set of sentences of which some are wordplay and
others are linguistically similar sentences without humorous content. The dataset consisted of 5,293
English sentences, with 58% being positive examples of sentences containing a pun and 42% being
negative examples. The goal was to develop a model that could tell if an English sentence contained a
pun or not. We used a SimpleT5 and a Bert model as described in the experimental setup in Section 2.

For more details on this task, we refer to the Track Overview paper CLEF 2023 Joker Track Overview
paper [5], and the detailed overview of this particular task [17].

4.1.2. Results

The performance of our pun detection models is shown in Table 7. Both models performwell in detecting
puns in English sentences. Based on these metrics, the SimpleT5 model seems to perform slightly better
in detecting puns. The results achieved are a signi�cant improvement on those achieved in 2023, we
suspect that this has to do with the fact that we took steps to avoid over�tting. We found that our
models tended to achieve similar results to those achieved in 2023 when we did not enact safeguards
against it.

The performance of the pun classi�er is note-worthy as it allowed us to address several of the Joker
track tasks: we used the classi�er “as is” as a �lter on the relevance-based retrieval results for Joker
2024 Task 1, and we are planning to �lter the most promising of multiple generated translation for Joker
2024 Task 3.
There is an important di�erence between our evaluation (on a hold-out validation set) and the

o�cial results on a (not released) test set in the CLEF 2023 Joker Track’s overview paper [17]. The
best performing system in the track in 2023 scored an F1 of 53.61 % which is far lower than a majority
class prediction on the test data. While not tested on the exact sentences, the performance of our pun
classi�er is encouraging, and the quality has been validated by the use of these pun classi�ers to address
the humorous information retrieval task of Joker 2024.



CLEF 2023 Joker Task 1: Pun Detection (French)

• Pun detection is hard but “works”: 

• F1 of 71% on hold out/unseen data — majority class prediction F1 of 50%  

• Best performing 2023 model F1 of 0.6645 for French.

Table 9
Joker Task 1: Finding Puns (top) or topical relevance (bottom) on train data

Run MRR Precision NDCG Bpref MAP
5 10 20 5 10 20

UAms_Task1_Anserini_bm25 0.1906 0.1167 0.1583 0.1361 0.1008 0.1598 0.2272 0.2376 0.1582
UAms_Task1_bm25_CE50 0.1248 0.0833 0.0750 0.1028 0.0697 0.0683 0.1498 0.1155 0.0668
UAms_Task1_bm25_CE100 0.1233 0.0833 0.0750 0.0889 0.0685 0.0682 0.1300 0.0922 0.0702
UAms_Task1_bm25_CE1000 0.1039 0.0833 0.0750 0.0806 0.0660 0.0666 0.1188 0.0687 0.0898

UAms_Task1_Anserini_rm3 0.2407 0.1667 0.1750 0.1250 0.1506 0.1896 0.2339 0.2989 0.1725
UAms_Task1_rm3_CE50 0.1259 0.1000 0.0833 0.1056 0.0806 0.0754 0.1582 0.1233 0.0662
UAms_Task1_rm3_CE100 0.1231 0.0833 0.0917 0.1028 0.0685 0.0801 0.1422 0.0921 0.0712
UAms_Task1_rm3_CE1000 0.1038 0.0833 0.0667 0.0833 0.0660 0.0618 0.1238 0.0837 0.0957

UAms_Task1_Anserini_bm25 0.6597 0.5500 0.5333 0.5111 0.3182 0.3477 0.4125 0.6510 0.3503
UAms_Task1_bm25_CE50 0.8917 0.5833 0.5167 0.5056 0.3453 0.3267 0.3976 0.2897 0.1622
UAms_Task1_bm25_CE100 0.8056 0.5167 0.5000 0.4917 0.3048 0.3076 0.3757 0.3655 0.1959
UAms_Task1_bm25_CE1000 1.0000 0.5500 0.5083 0.5083 0.3435 0.3312 0.3935 0.6510 0.3639

UAms_Task1_Anserini_rm3 0.7282 0.5833 0.5250 0.4944 0.3686 0.3659 0.4105 0.6682 0.3528
UAms_Task1_rm3_CE50 0.8917 0.6000 0.5167 0.4861 0.3562 0.3312 0.3930 0.2847 0.1590
UAms_Task1_rm3_CE100 0.8056 0.5167 0.5167 0.5111 0.3048 0.3198 0.3907 0.3652 0.1972
UAms_Task1_rm3_CE1000 1.0000 0.5500 0.5000 0.5056 0.3435 0.3262 0.3951 0.6682 0.3682

Table 10
Evaluation of the CLEF 2023 Joker Pun Detection Task (French) on 10% hold-out (top) and train/test data (bottom)

Model n Accuracy Precision Recall F1 Score

Dummy-Model 399 0.49 0.47 0.52 0.50
DistilBERT-base 399 0.71 0.71 0.69 0.68
DistilBERT-FT1 399 0.72 0.71 0.69 0.70
DistilBERT-FT2 399 0.70 0.57 0.75 0.65

DistilBERT (FT1) train 3,999 0.9395 0.9475 0.9304 0.9389
DistilBERT (FT1) test 17,791 0.7518 0.7189 0.7009 0.7098

is relatively small with 12 queries, there is no clear pattern, and the main gain seems to be in early
precision. This analysis con�rms that zero-shot rerankers are e�ective in terms of topical relevance,
but that dedicated models for humor-aware IR are needed in order to e�ectively retrieve humorous text.
This also highlights the value of the pun detector based approach we proposed in this paper, and which
led to clear improvements of retrieval e�ectiveness for humor-aware IR.

4.4. Task 3: Multiple Translation Candidates

In this section, we will investigate the pun translation models of Section 3.3 in terms of their ability to
generate multiple candidate translation.

4.5. Filtering for Wordplay

In this section, we discuss further experiments based on 1) MarianMT to generate multiple, and di�erent,
candidate translations, 2) building an e�ective pun detector for French, and 3) using this wordplay
detection to retrieve the most likely pun translation.
We construct a pun detector for French, following the CLEF 2023 Joker Pun Detection Task [17]

discussed above in Section 4.1. We split the train data into 90% training and 10% hold-out test data.
Table 10 (top) shows the performance on the small hold out test set. First, as this is a single boolean



#2 We can detect 
humorous text!

Can we exploit effective humor detection?



Searching for 
Humor?

#3 Humor-aware IR based on humor detection



Humor-Aware Information Retrieval

• Lexical rankers work OK’ish, but neural zero-shot rerankers fail 

• Filtering using pun detection leads to significant improvement on all 
measures and all topics!

Table 2
Evaluation of Joker Task 1 (train data).

Run MRR Precision NDCG Bpref MAP
5 10 20 5 10 20

UAms_Task1_Anserini_bm25 0.1906 0.1167 0.1583 0.1361 0.1008 0.1598 0.2272 0.2376 0.1582
UAms_Task1_Anserini_rm3 0.2407 0.1667 0.1750 0.1250 0.1506 0.1896 0.2339 0.2989 0.1725
UAms_Task1_bm25_CE100 0.1233 0.0833 0.0750 0.0889 0.0685 0.0682 0.1300 0.0922 0.0702
UAms_Task1_rm3_CE100 0.1231 0.0833 0.0917 0.1028 0.0685 0.0801 0.1422 0.0921 0.0712

UAms_Task1_bm25_BERT_Filter 0.2217 0.1167 0.1750 0.1639 0.1077 0.1848 0.2830 0.2721 0.1894
UAms_Task1_rm3_BERT_Filter 0.3679 0.2333 0.2333 0.1722 0.2254 0.2682 0.3312 0.3649 0.2295
UAms_Task1_rm3_T5_Filter1 0.3813 0.2500 0.2750 0.1667 0.2480 0.3057 0.3119 0.2899 0.2138
UAms_Task1_rm3_T5_Filter2 0.3373 0.2833 0.2833 0.1917 0.2551 0.3095 0.3367 0.3464 0.2326

Table 3
Evaluation of Joker Task 1 (test data).

Run MRR Precision Recall NDCG Bpref MAP
5 10 5 10 20

UAms_Task1_Anserini_bm25 0.1873 0.0489 0.0556 0.0564 0.0819 0.1624 0.2417 0.0928 0.0800
UAms_Task1_Anserini_rm3 0.1977 0.0578 0.0622 0.0611 0.0830 0.1511 0.2677 0.0921 0.0845
UAms_Task1_bm25_CE100 0.0762 0.0356 0.0267 0.0332 0.0388 0.0964 0.1749 0.0610 0.0416
UAms_Task1_rm3_CE100 0.0749 0.0356 0.0267 0.0332 0.0388 0.0967 0.1769 0.0602 0.0410

UAms_Task1_bm25_BERT_Filter 0.1883 0.0489 0.0844 0.0590 0.1165 0.1822 0.2430 0.1173 0.0878
UAms_Task1_rm3_BERT_Filter 0.2668 0.1111 0.1156 0.0882 0.1436 0.2079 0.2739 0.1608 0.1156
UAms_Task1_rm3_T5_Filter1 0.2283 0.0933 0.1111 0.0861 0.1478 0.1943 0.2651 0.1628 0.1077
UAms_Task1_rm3_T5_Filter2 0.2604 0.1067 0.1289 0.0882 0.1508 0.2261 0.2820 0.1841 0.1207

expect that the puns relevant for this task are judged, and hence the neural reranker is particularly
attracting topically relevant non-pun passages. We will analyze this in more detail in Section 4.3 below.

We also submitted four runs post-processing the relevance-only rankings with di�erent pun classi�ers.
First, the BERT pun classi�er applied to the BM25 baseline does lead to slightly better results when
compared to the base BM25 model. The model labels 76% of the passages as puns and thus 76 % is kept.
This is the suspected reason for the small increase in performance. When applied to the RM3 baseline,
the BERT �lter causes a much larger increase in performance. Likely because for this model only 46%
of the passages are labeled as puns. Second, we applied the two di�erent versions of the SimpleT5 pun
classi�er on the RM3 baseline. Version 1 kept 53% of the passages and version 2 kept 43%. Comparing
the results of the RM3 baseline without the pun classi�er to those with the classi�er shows a signi�cant
improvement in performance. The di�erence in performance between the Bert model applied on the
RM3 baseline and the SimpleT5 model is marginal.

Table 3 shows the performance of the Task 1 submissions on the test data. None of our approaches
was trained or informed by the train data, nor was pooling used to locate relevant documents (the recall
base of the corpus is known to be complete). As a consequence, the results of the train and test data
are comparable. First, we see again that the standard lexical ranking approaches perform reasonably,
with a gain in performance when using blind feedback. We also see again that the neural rankers
attract topically relevant, not non-humorous content. As a result, zero-shot rankers lead to a decrease
in performance due to the large fraction of non-relevant documents. Second, the �lter based on a pun
classi�er is again e�ective, leading to a notable increase in both precision and recall (MRR, NDCG, and
MAP). We see again that the larger model of the T5 based pun classi�er outperformsthe BERT based
pun classi�er.



#3 Humor-aware  
IR works!

Humor-aware IR based on effective humor detection



Translating 
Humor?

#4 Humor-aware MT based on humor detection



Humor-Aware Machine Translation

• Translating wordplay very hard, for humans and machines! 

• Some MT candidates match reference translations 

• But references differ quite a lot, and share many words with literal translations 

• So careful to interpret text overlap measures…

Table 6
CLEF 2024 Joker Task 3: Example (id_en: en_1007)

Run Text

Source Save the whales, spouted Tom.

Reference(s) “Il faut sauver les baleines,” jeta Tom avant de se tasser.
“Il faut sauver les baleines,” interjeta Tom.
Moi je sauve les baleines, Tom s’en venta.
Louis évent-a le projet de sauvetage des baleines.
“Sauvez les baleines,” proclama Tom à tout évent.
“Sauvez les baleines, cracha Toto, Cétacé!”

UAms_Task3_Marian_� “Sauvez les baleines,” proclama Tom à tout évent.
UAms_Task3_T5-base_� “Sauvez les baleines,” dit Tom.

in particular on the test set. Both models were �ne-tuned on some of the train data, with precautions
against over�tting such as hold-out test and validation subsets, but the performance of the T5-base
model generalizes better. Third, the performance on the test data is lower than on the train data. This
may signal some degree of over�tting in training, but this is not clearly evident in manual inspection of
the output. One important factor a�ecting the absolute scores is the number of reference translations,
which is signi�cantly higher for the train data (4.2 per pun) than on the test data (2.2 per pun).

These automatic evaluation measures re�ect the whole translated sentence and are a necessary but
not su�cient condition for correctly translating the wordplay. The ground truth consists of professional
translations preserving the wordplay across languages, making the results indicative and encouraging
for pun translation, but also suggest the value of further qualitative analysis of the output.

Table 6 shows an example from the train data set. The top half of the table shows the English pun, and
the six French translations made by professional translators. We make a number of observations. First,
there is notable variation in the di�erent translations, highlighting the complexity and creative element
required. This also highlights the value of obtaining multiple translations from di�erent professional
translators. Second, many of the common non-pun words are shared between the di�erent translations,
which can lead to overemphasizing these in the MT evaluation measures that run on singular references
like BERTscore. Measures that can naturally deal with multiple references may be preferable, and
motivate the use of classic BLEU.
The bottom half of the table shows the generated translations. We make a number of observations

again. First, the overall quality of the machine translations is very impressive, both in this example
throughout the entire output. There are no �uency or other issues, and the output captures the literal
content of the English pun adequately for understanding the topic and meaning. Second, some of the
generated translations capture the literal content of the source, but not preserve the wordplay. For
example, the T5-base output in this case is “Save the whales,” said Tom, which is factually correct but not
a wordplay. Third, some of the generated translations do both preserve the content and the wordplay.
For example, the MarianMT output in this case is exactly matching one of the human professional
translations, which creatively uses a similar wordplay with the meaning of évent referring to both a
whale’s blowhole, and to “in any case.”

Our analysis revealed both the quality of current machine translation, and well as the complexity of
preserving the wordplay in a literally correct translation. We observed also that the models are able
to generate creative translations preserving the wordplay, but that the most likely translation or the
�rst one generated by the model may not be a pun. This observation supports our general idea to
generate multiple translations with the model, and use an e�ective pun detector to choose one of these
translations in case it is likely preserving the wordplay. We are currently running experiments on using
beam search to generate a diverse set of translations, and use a French pun detector to select the most
promising candidate. Preliminary results demonstrate the viability of this approach.



Humor-Aware Machine Translation

• Humor-aware machine translation 

• Careful to generate 5 candidate translations with sufficient variation 

• otherwise hit or miss (all are puns, or none are puns) 

• We filter out the single candidate with the highest expected pun detection score 

• we pick a candidate with a lower translation score in 50% of the cases 

• Evaluation on BLEU and BERTScore looks only at word overlap 

• Scores go down a little, but we score much higher on the pun detector 

• Human inspection of small sample where we pick a next candidate supports this: many are puns.

Table 11
CLEF 2024 Joker Task 3: Filtering with wordplay detection (test).

Run n BLEU Precisions Length BERTScore

1 2 3 4 Rat. Tok. n P R F1

Reference (test) 376 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 5,774 834 1.0000 1.0000 1.0000

MarianMT (optimized) 376 0.5100 0.7169 0.5480 0.4520 0.3810 1.042 6,015 834 0.8985 0.8965 0.8973
MarianMT/Pun Detector 376 0.4663 0.6902 0.5085 0.4061 0.3318 1.050 6,061 834 0.8853 0.8849 0.8849

prediction with a 50/50 balanced classes, a dummy classi�er from scikit learn gives a random
prediction with uniform probabilities, and scores indeed around 0.50. Second, DistilBERT-base scores
notably better, and �ne-tuning by hyperparameter optimization leads to further improvement on F1.
We decided to continue with the “FT1” version optimizing precision, rather than the “FT2” version
optimizing recall, as our ultimate French pun detection model. Table 10 (bottom) shows the performance
of this pun detector over the entire train data, and the Joker 2023 test data. While the train performance
is an overestimation, as 90% of this data is seen in training, the model did not seem to su�er from
signi�cant over-�tting in manual inspection. This is con�rmed with the performance on the o�cial test
set, where we observe impressive performance on this complex task. To put this score in perspective,
the highest performing score at the CLEF 2023 Joker Pun Detection Task was 0.6645 [17].
Our French pun classi�er is trained to provide "pun" and "non-pun" class probabilities, and in the

above we treated the predicted class with the highest probability as the Boolean pun prediction asked
in the CLEF 2023 Joker Pun Detection Task. We made runs in which we have our translation model
generate �ve candidate translations using beam search, and select the candidate translation with the
highest pun classi�cation probability directly.

4.6. Results

Table 11 shows the evaluation over the entire output. We make the following observations. First,
MarianMT optimized to generate multiple translations using beam search over the generate output
performs better than the base MarianMT �netuned on the train data (shown in Table 5 before). We
initially observed very similar candidates, with either all or none containing wordplay. We took special
e�ort to generate a su�cient diverse candidates, and increasing the likelihood that one of them satis�es
our pun detector. The beam search seems favorable for the setting of the task, as entertaining multiple
candidates ultimate leads to a better highest ranked candidate by the model itself. Second, the �ltered run
selecting the candidate translation with the highest probability to be a wordplay also outperforms the
earlier standard �netuned MarianMTmodel. Third, when evaluating over the entire generated sequence,
we see that the model without the explicit �lter (returning the most likely translation according to
the model) scores higher than the �ltered output (returning the most likely wordplay according to the
pun detector). This may be due, in part, to the evaluation over the entire prediction containing many
non-pun words. As can be expected, our model indeed increases the number of estimated wordplays
according to the used pun detector for French.

5. Discussion and Conclusions

This paper detailed the University of Amsterdam’s participation in the CLEF 2024 Joker track. We
conducted a range of experiments, for each of the three tasks of the track. For Task 1 on Humor-aware
Information Retrieval, we observed that standard ranking approaches are e�ective for retrieving relevant
sentences given a query, but a pun classi�cation �lter is e�ective to select humorous results. For Task 2
on Humor Classi�cation, we submitted preliminary approaches based on a BERT encoder based classi�er
to obtain reasonable performance in classifying di�erent aspects of humor, with some distinctions being
hard for both models and humans. For Task 3 on Pun Translation, we experimented with sequence to
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Task 2: Classifying Humor

• We also participated in CLEF 2024 Joker Task 2 

• Multi-class prediction problem: incongruity-absurdity (AID), exaggeration (EX), irony (IR), sarcasm (SC), 
self-deprecating (SD), and wit-surprise (WS). 

• Luke-warm results, OK’ish diagonal in confusion matrix 

• Our model systematically miss-classifies sentences labeled as “irony” with “sarcasm” and “exaggeration”  

• Examples seem to contain elements of irony (typically about a situation and an opposite expectation) and 
of sarcasm (a form of expression, assuming the utterance appeared in some conversational context), or 
elements of exaggeration in some sense

Table 4
Evaluation of Joker Task 2: Train data (top) and test data (bottom).

Run Accuracy Macro Weighted
Precision Recall F1 Score Precision Recall F1 Score

UAms_Task2_BERT_� 0.6561 0.6286 0.6090 0.5672 0.6752 0.6561 0.6254

UAms_Task2_BERT_� 0.6330 0.5724 0.5845 0.5221 0.6605 0.6330 0.6021

Table 5
CLEF 2024 Joker Task 3: Results on train (top) and test (bottom)

Run n BLEU Precisions Length BERTScore

1 2 3 4 Rat. Tok. n P R F1

Reference (train) 1,405 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 18,592 5,838 1.0000 1.0000 1.0000

UAms_Task3_Marian_� 1,405 0.6856 0.7750 0.7009 0.6584 0.6179 1.2743 23,692 5,838 0.8182 0.8284 0.8228
UAms_Task3_T5-base_� 1,405 0.6056 0.7766 0.6335 0.5550 0.4925 1.0814 20,106 5,838 0.8435 0.8333 0.8380

Reference (test) 376 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 5,774 834 1.0000 1.0000 1.0000

UAms_Task3_Marian_� 376 0.2395 0.4380 0.2620 0.1934 0.1483 1.1751 6,785 834 0.7952 0.8080 0.8011
UAms_Task3_T5-base_� 376 0.4415 0.6566 0.4924 0.4091 0.3462 0.9553 5,516 834 0.8713 0.8616 0.8662

3.2. Task 2: Humor Classification

We continue with Task 2, asking to classify text according to genre and technique. We submitted one
run using the BERT model. This model performed reasonably well on the 10% hold out part of the train
dataset. However, we observed that this model still struggles with recognizing certain minority classes
which leads to it predicting majority classes much more often than would be desired.

We only submitted a single run based on a simple BERT classi�er trained on 90% of the released train
data. Table 4 shows the performance of the Task 2 submission on the train data (top half) and the test
data (bottom half). First, it is reassuring to observe slightly lower but similar performance for the test
data than on the train data. Second, the performance is not very high but still reasonable given that this
is a multi-class text classi�cation problem with 7 (or 6) possible labels. Third, manual inspection of the
data also suggests the classi�cation task is non-trivial, also for humans.
The aim is to automatically classify text according to the following classes: incongruity-absurdity

(AID), exaggeration (EX), irony (IR), sarcasm (SC), self-deprecating (SD), and wit-surprise (WS). Inspec-
tion of the confusion matrix (not shown) reveals a reasonable diagonal, in particular for the classes
with the largest support in the train data (in particular “WS”). The distribution of the test data di�ers,
with “AID” being the largest class, explaining the small drop in performance.

Our model systematically miss-classi�es sentences labeled as “irony” with “sarcasm” and “exaggera-
tion.” Several of these examples seem to contain elements of irony (typically about a situation and an
opposite expectation) and of sarcasm (a form of expression, assuming the utterance appeared in some
conversational context), or elements of exaggeration in some sense.

3.3. Task 3: Pun Translation

We continue with Task 3, asking to translate puns from english to french. Our experiments are based
on MarianMT and T5-base models, both focusing on general machine translation quality for English to
French.
Table 5 shows the results of the CLEF 2024 Joker track’s Task 3, both on the train data (top) and

the test data (bottom). We make a number of observations. First, the general translation quality is
high, with BLEU scores ranging from 44% (test) to 69% (train) and BERTScore F1 ranging from 83%
(train) to 87% (test). Second, the larger T5-base MT model performs better than the MarianMT model,
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What Happens When Searching, 
Classifying, and Translating Humor?

#1 Humor-aware IR is different from topical relevance 
#2 Can we exploit effective humor detection? 
#3 Humor-aware IR based on humor detection 

#4 Humor-aware MT based on humor detection 
#5 Need a rigorous taxonomy of humor



Q&A
Thanks to Emma Schuurman, Mick Cazemier, Luc Buijs, and David Rau!

More details in the paper https://ceur-ws.org/Vol-3740/paper-181.pdf


