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Myself FARHAN, | am a Ph.D. Student
NATIONAL UNIVERSITY OF COMPUTER & EMERGING SCIENCES (NUCES-FAST)

“FAST-MT PARTICIPATION FOR THE JOKER CLEF-2022 AUTOMATIC PUN AND
HUMOUR TRANSLATION TASKS”




1.

Classify and
explain instances
of wordplay

Given a Wordplay along with its Id, predict the
values of the following columns

Location
Interpretation

Horizontal/Vertical -
Conventional Form -

Manipulation Type
Manipulation Level
Cultural Reference
Offensive



AN

Locate the words
~ forming wordplay via
“Token Classification

We have classified each token of the given wordplay
into the following types.
word_play_token_B:
o To identify the word which begins the wordplay.
word_play_token_l:
o To identify the other remaining words in the
wordplay.
Other_token:
o To identify all the words which don’t belong to
the wordplay.
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Exam P le: Label Label Label Label Label Label

| pense || oense || pense " pense || oense |[ pense |
e English Text: Follow your knows. Repcis> Rept  Repy  Reps  Reps  Reps Rep<seps

e Processed Tokenized Text: [Follow, your, MODEL FOR TOKEN CLASSIFICATION

<cls>  Tokeni Token2 Token3 Tokend Tokens <sep>
knows] ~
PRE-PROCESSING

® Expected Output: [Other_token, Other_token,

word_play_token_B]
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Models used for token classification

e Pre-trained BERT BASE
e KEY BERT: with two embeders
o W.ith fine-tuned BERT BASE
o With pre-trained all-MiniLM-L6-v2

| \ |
Repecis>  Repy Rep2 Rep3 Repa Reps

Label Label Label Label Label Label
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Rep<sep>

MODEL FOR TOKEN CLASSIFICATION

<cls>

Tokenl Token2 Token3 Tokend Tokens <sep>

PRE-PROCESSING

SINGLE TEXT SEQUENCE
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Example:
Label
e English Text: Follow your knows.
. Repecls> Repj Rep2 Rep3 Repg Reps Rep<sep>
e Processed Tokenized Text: [Follow, your, L '

MODELS FOR TEXT CLASSIFICATION

knows] .
<cls> Tokgnl Token2 Token3 Tok‘end TokenS <s‘ep>
® Expected Output: PRE-PROCESSING
. Horizontal/Vertical: “vertical”
Manipulation type: “similarity”
Manipulation level: “sound”
Cultural reference: “false”

Conventional form: “false”
Offensive: “none”

v A WNpE




‘ l’“ o =4 B o — |
VNV\_/\.A../V\.\__/ - \/ - - \_//\/ -

Models used for text classification

e Pre-trained DistilBERT
e Make its 6 copies and fine tune them for

each categorical target column.
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Label

Rep2 Rep3 Reps Reps  Rep<sep>

Rep <|c|s> Repy

MODELS FOR TEXT CLASSIFICATION

<cls>  Tokeni Token2 Token3 Tokend Tokens <sep>

PRE-PROCESSING

SINGLE TEXT SEQUENCE




Models for Text
Generation

We have fine tuned GPT-2 to generate interpretation for a
given wordplay

\ Example:1 Example:2
Model Input: Model Input:
) - “follow your knows” - “inthe dark follow the
| Expected Output: son”
v Expected Output:

- (knows/nose)
- (son/sun)



L Obtained Accuracy on 9% of the Records Independently
Extracted via Holdout Approach from training Set1 and Set2.

@ Accuracy on training set-1 [l Accuracy on training set-2

80%

60%

40%

20%

0%

BERT-Base KEY-BERT (with BERT-  KEY-BERT (with all-MiniLM-
Base embedder) L6-v2 embedder)
Model

BERT-Base model provides the best performance to locate
the wordplay in the given English text via token classification.




Mean Accuracy of the DistiiBERT Model on the Training Set1
and Training Set2 Obtained via 10 Fold Cross-Validation.

I Mean Accuracy across the 10 folds of training set1 i Mean Accuracy across the 10 folds of training set2

100%

75%

50%

25%

0%
Manipulation Manipulation Horizontal/ Cultural Conventional
Type Level Vertical Reference Form

Categorical Column

Overall the DistilBERT model has performed better on the training
setl for predicting labels of categorical columns via text classification.



2.

Translate single
words (nouns)
containing wordplay

' Given an English noun, generate its corresponding
French translation.

COLUMN EXPLANATION
Id A unique identifier for the given English noun.
En An English noun containing a wordplay.
Fr French translation for the English noun.




ransforming the problem of translation of single English
nouns to French into Extractive Question/Answering

[KDE4/doc] [livdever] [MBS] [memat] [MontenegrinSubs] [MultiUN] [MultiParaCrawl] [MultiCCAligned] [MT560] [NC] [Ofis] [0O/OO3] [subs/16/18] [Opus100
[TED] [tico19] [Tilde] [Ubuntu] [UN] [UNPC] [WikiMatrix] [Wikimedia] [Wikipedia] [WikiSg S;TE P 1
-

... the open parallel corpus

US is a growing collection of translated texts from the web. In the OPUS project we try to convert and align free online data, to add linguistic annotation, and to provide

bmmunity with a publicly available parallel corpus. OPUS is based on open source products and the corpus is also delivered as an open content package. We used several
- the current collection. All pre-processing is done automatically. No manual corrections have been carried out. E n g li S h / F r e n C h P a r a ll e l

pllection is growing! Check this page from time to time to see new data arriving
are very welcome! Please contact <jorg tiedemann@helsinki.fi >

ad resources: (en (English)  (fr(french)  vjfalv] [ showall versions CcO rp us fro m to

urces: click on [ tmx | moses | xces | lang-id ] to download the data! (raw = untokenized, ud = parsed with universal dependencies, alg = word alignments and phrase tables)

o extract contexts for the

giga-fren v2 226 3 X 6522M fi sample.
ParaCrawl v8 K £ 602.0M fi
EUbookshop v2 X . E i sample moses/strict
le

[EAHREE " = given English nouns

alg smt
alg smt

JRC-Acquis v3.0

Europarl v8 g : alg smt
XLEnt v1.I s
alg smt en fr query

alg smt enfr

en fr
en fr sample
alg en fr query sample
algsmt dic en fr query sample
alg smt enfr sample
alg smt en fr sample
alg smt en fr sample
alg smt en fr query sample
ELRA-W0138 vI : . K fi algsmt dic en fr sample
Tanzil vI : £ algsmt dic en fr query sample
Books v1 26 0. E X algsmt dic en fr query sample
KDE4 v2 E ; algsmt dic en fr query sample
TED2013 v1.1 ¥ ; alg smt | dic | en fr query sample
[atoeba v2022-03-03 en fr le.



https://opus.nlpl.eu/

Transforming the problem of translation of single English

nouns to French into Extractive Question/Answering

English/French nouns of the training set

Obelix

Obélix

English/French extracted sentence pairs

from the OPUS parallel corpus

en

fr

asterix and obelix should stay
in the village and not go in
the forest

astérix et obélix ne devraient
plus quitter le village.

asterix and obelix are cartoon
characters.

astérix et obélix sont des
personnages de dessins animés.

asterix and obelix are funny.

astérix et obélix sont drbles.

STEP-1

Download the
English/French
Parallel corpus from
to extract
contexts for the
given English nouns

STEP-2

For each English/French
nouns from the data set.
Extract those English/
French parallel sentences
that contains the selected
English/French nouns.
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Transforming the problem of translation of single English
nouns to French into Extractive Question/Answering

STEP-1 STEP-2 STEP-3

Download the For each English/French Transform the extracted

\ English/French nouns from the data set. English/French parallel

W & Parallel corpus from Extract those English/ French | sentence pairs for each
A TN to extract parallel sentences that English/French nouns of

= 3 contexts for the contains the selected the data set into
" given English nouns English/French nouns. extractive Q/A styled data
~—

id | question Context Answers

astérix et obélix ne devraient plus quitter

. el le village.

{"text": [Obélix], "answer_start": [11]}

astérix et obélix sont des personnages

2 Obelix de dessins animés.

{"text": [Obélix], "answer_start": [11]}

Transformed English/French nouns of the training data set

M
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Transforming the problem of translation of single English
nouns to French into Extractive Question/Answering

STEP-1 STEP-2 STEP-3
Test set
Download the For each English/French Transform the extracted
i on fr English/French nouns from the data set. English/French parallel
o — - Parallel corpus from Extract those English/ French | sentence pairs for each
noun_1 | Obelix predict to extract parallel sentences that English/French nouns of
. contexts for the contains the selected the data set into
nount_2 | lompaland perdict
given English nouns English/French nouns. extractive Q/A styled data

id guestion Context
1 Obelix astérix et obélix ne devraient plus quitter le village.
2 lompaland j'étais venu a lumpaland pour chercher de nouvelles saveurs.

Transformed English/French nouns of the test data set
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Predicting start/end of Translation
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Input Sequence (Question+Context) Input Sequence (Question+Context)



@ Models for Extractive Q/A

Transformed English/French Models used for Extractive Q/A
nouns of the training data set e DistillBERT

o English Query and English context
e CamemBERT

o French Query and French context

id | question Context Answers

astérix et obélix
1 Obelix ne devraient plus
quitter le village.

{"text": [Obélix],
"answer_start": [11]}

>
astérix et obélix
: sont des {"text": [Obélix],
2 Dol personnages de "answer_start": [11]}

dessins animés.




Obtained Mean Accuracy on the Transforrmed Training Set via
10 Fold Cross Validation

100%

75%

50%

25%

Mean Accuracy across the 10 folds

0%

CamemBERT DistiiBERT

Model

In our experiment, DistilBERT Model has given the best results.




3.

Translate entire
English phrases
containing wordplay

' Given an English sentence, generate its
corresponding French version.

COLUMN EXPLANATION
Id A unique identifier for the English phrase.
En An English phrase containing a wordplay.
Fr French translation for the English phrase.




> Transforming tabular data
| | into a JSON dictionary
_ with a total of 1185 keys,
\ for further processing.




0 Helsinki-NLP/opus-mt-en-fr

e Google T5 Small
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Obtained Average BLEU and TER Scores on the Train set

AVG BLEU Score [ AVG TER Score

20
15
10
5
0 I, [ .
Helsinki-NLP/opus-mt-en-fr Google T5 Base Google TS5 Small Google T5 Large
Model

In our experiment, Helsinki-NLP Model has given the best results.



SUMMARY
. _______________________________________________________________|
< TASK-1 > TASK-2 < TASK-3 >
TOKEN TEXT EXTRACTIVE SEQUENCE TO SEQUENCE
CLASSIFICATION CLASSIFICATION QUESTION/ANSWERING TRANSLATION
TEXT
GENERATION

24



istilBERT

DistilBERT

Google
T5 small




Thanks!

Dr. Muhammad Rafi Dr. Muhammad Atif Tahir Liana Ermakova
JOB TITLE JOB TITLE SPECIAL THANKS TO
Professor and Coordinator Professor and Director JOKER 22 TEAM
FAST NUCES FAST NUCES
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Any questions? B W
You can find me at k214808@nu.edu.pk 26



