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Motivation
Understanding context in humour
Bridging cross-cultural boundaries

Expanding on the topic
Continuing on 2024 participation
Human Based Evaluation
New Scoring System



BACK TO AGENDA PAGE

Experiments Humor-Aware Information Retrieval and
Humor-Aware Machine Translation 



Finding Humour
Using Information Retrieval techniques



Evaluate on
Humour
Standard lexical and neural rankers
retrieved topically relevant but often
non-humorous texts

To address this, we trained and applied a
pun classifier to filter out non-humorous
results

Filtering improved performance across
metrics (precision, recall, MRR, NDCG,
MAP)

The more aggressive filter (40%)
performed better than the moderate one
(90%).



Translating Humour
Humour-aware Machine Translation (based on

IR)



Humour Aware
Machine
Translation
Building upon the foundation laid in 2024
by our peers at the UvA

Modular scoring system evaluates
multiple factors and selects the best
translation based on balanced combined
score



Re-Evaluated
Scoring System
Building upon the foundation laid in 2024
by our peers at the UvA

Modular scoring system evaluates
multiple factors and selects the best
translation based on balanced combined
score



Human Based Evaluation
Asked two human evaluators to rank
machine translated sentences based
on grammar, pun retention and
context preservaton

Ranking 1 through 8 for 15 English
sentences, hence evaluating 120
machine translated sentences.



BLEU-based Evaluation
Automatic ranking of sentences based on their
respective BLEU-score relative to the correct
French translation

Kendall-Tau correlation computation for
statistical analysis regarding human & machine
agreement on rankings



The happenings of Searching &
Translating Humour

Developed effective humor detection classifiers for English and French.
Humor-aware filtering improved retrieval effectiveness.
Pun detection combined with translation models increased pun preservation (up to +94% higher pun
scores in lower-ranked outputs).
Fine-tuning on the CLEF JOKER corpus strongly boosted performance (lower losses, higher BLEU, better
grammaticality).
MarianMT and NLLB emerged as best-performing models, balancing grammar, meaning, and humor.
Automatic metrics like BLEU correlated only moderately with human judgment (τ = 0.39–0.42), while human
agreement was high (τ = 0.67).

Trade-off between humor preservation and grammatical correctness (e.g., T5 creative but less grammatical).
Some architectures, like mBARTcc25, are fundamentally less suitable for humor translation.
Automatic metrics fail to capture creativity and humor, highlighting the need for humor-specific evaluation methods.
Humor-focused fine-tuning may reduce generalizability to broader domains.
Limited human evaluation scale (2 annotators, 120 sentences).
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